What are the per group resource limits?

Any HCC research group may request access to Anvil by filling out a short request form. Initially a project (research group) will be given the following limits, shared amongst all users in the group.

<table>
<thead>
<tr>
<th>Number of Instances</th>
<th>Virtual Cores</th>
<th>RAM</th>
<th>Number of Volumes</th>
<th>Volume Storage</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>20</td>
<td>60GB</td>
<td>10</td>
<td>100 GB</td>
</tr>
</tbody>
</table>

If the initial limits are not sufficient, the group owner may contact HCC, provide a brief justification (1 page or less), and request an increase to the following:

<table>
<thead>
<tr>
<th>Number of Instances</th>
<th>Virtual Cores</th>
<th>RAM</th>
<th>Number of Volumes</th>
<th>Volume Storage</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>40</td>
<td>120GB</td>
<td>20</td>
<td>200 GB</td>
</tr>
</tbody>
</table>

The resources above are provided at no charge. If a group requires more resources, that can be accommodated on a fee basis, depending on the amount needed. Please see the HCC Priority Access Pricing page for specific costs. *By default, no public IP addresses are provided.* Please contact hcc-support@unl.edu for more details.